
ELECTROMAGNETIC COMPATIBILITY 

Abstract — A robust fault detection system is presented in 

this work. This methodology show how magnetic passive 

sensor and pattern classification system like Support Vector 

Machines can classify  magnetic signals for fault diagnoses.  

 

I. INTRODUCTION 

Noninvasive measurement techniques in electrical 

power systems to detect fault are quite new [1], [2]. In 

previous work, where a new approach suitable for fault 

detection and classification by analyzing the related 

magnetic signature was presented [1]. In this paper, fault 

detection and type classification is presented using support 

vector machines for diagnoses purposes.  

 

 
Fig. 1. Diagram of the experimental setup. Resistive Load. 

II. SUPPORT VECTOR MACHINES 

 

 Support Vector Machines (SVM) is a pattern 

classification technique [3],[5],[6] with supervised learning 

algorithm. It can solve linear and non-linear classification 

problems.  In Fig. 2, there is support vector machines 

architecture were, K(x,xm) is the inner-product kernel, y is 

output and X is a input vector. For training support vector 

machines, designer must define kernel function and kernel 

parameters, and penalty parameter C [3], [5], [6]. In this 

work, Radial-basis function kernel was used (equation 1). 

 

                    
 

                       (1) 

 

 C and γ parameters are determined in the training 

process.  

 
 

Fig. 2. Support Vector Machines Architecture. 

 

III. METHODOLOGY 

Methodology implemented here has three steps: first of 

all, like described in [1], experimental data acquisition is 

performed. Fault type, fault current and magnetic flux 

density are acquired. Fig. 1 shows the experiment schematic 

plant. Waveforms of magnetic flux density generated by 

short-circuits were acquired by a unidirectional magnetic 

sensor. These sensors were located close to the lines in a 

variety of distances h1 (distance between line and Magnetic 

Sensors) and d2 (distance between Magnetic Sensor 3 and 

Magnetic Sensor 4). Fig. 3 shows Magnetic Sensors 

configuration. Sample frequency used was 10kHz and 2000 

samples were stored. Total measurements in this 

experiment: 220. That results in 440 training vectors.  

 
Fig. 3. Diagram of magnetic sensor position.  

 

Second step consists in data processing that is 

manipulation and organization of them. In this step, it is 

defined how data can be organized for classification 

system. Classes of classification are defined and training 

vectors are prepared to use with support vectors machines 

training processes. In this work, faults codification are (NO 
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ELECTROMAGNETIC COMPATIBILITY 

FAULT = 0, F3N = 1, F2N = 2, F1N = 3, F2F3 = 4, F2F3N 

= 5, F1F3N = 6, F1F2 = 7, F1F3 = 8, F1F2N = 9, F1F2F3 = 

10), where FxFxN is phase to phase neutral. Training 

vectors were built using waveforms of magnetic flux 

density stored in step one. For example, the result of 8 built 

vectors for experiment F2F3N(phase to phase - neutral) 

short-circuit with h1=95cm and d2=100cm and M.S.1, 

M.S.2, M.S.3 and M.S.4 are described in table I. 

 

TABLE I 

Details showing how to built 8 training vectors for  

experiment F2F3N fault. 

 
 

 Each main vector with 2000 elements was built with 

direct measurement of magnetic sensor induction voltage. 

Each magnetic sensor terminals were connected in a 

oscilloscope to store samples in a short-circuit event. For 

purpose of training support vector machines, this main 

vectors was divided in two training vectors like described in 

table I. That operation permits improve vector quantities 

without lost important samples data. 

The third step consists in defining support vector 

machine kernel and parameters in the training processes.      

IV. APPLICATION AND RESULTS 

The main goal here is to build a fault classification 

system. In this work, classification machine is capable to 

identify faults type like described in step two of section III 

with 93,3% average accuracy shown in table II. 

Each training  vector have a label or class codified. So, 

there are a pair, vector X with 1000 samples and a class 

linked with that vector. This structure enable supervised 

training of a support vector machine for classification 

purpose. The cross validation process [3],[4],[5],[6] was 

used. With 440 training vectors, 40 vectors was selected to 

test only and 400 vectors to training and cross validation. 

Table II shows accuracy for 40 vectors submitted to 

classification machine. 

Each training and cross validation vector sets and test 

vectors are defined randomly. In this work, 25 classification 

experiments was built. Support vector machines parameters 

results is on table II (C and γ). 

One vector test represents, for example, a new fault 

detected and classified for the system classification and 

detection here presented. 

 
TABLE II 

Accuracy and parameters in 25 SVM training process. 

 

V. CONCLUSIONS AND FUTURE WORK 

 For improve accuracy, other kernels must be tested 

and, if does not results in accuracy improvement, more 

measurements experiments must be done. 

Future works will use wavelet transform in magnetic 

signal and SVM to identify fault distance, fault direction, 

fault intensity and others important parameters.  

 

 

 

VI. REFERENCES 

 
[1] C.A.F. Sartori and F. X. Sevegnani, "Fault Classification and 

Detection by Wavelet-Based Magnetic Signature Recognition", IEEE 

Transactions on Magnetics, VOL.46,NO.8, AUGUST 2010. 

[2] S. L. Avila, O. Chadebec, B. Raison and G. Vernau, "Currents 

identification in overhead lines from radiated magnetic field 

knowledge" in Proc. 16th Int. Conf. Comput. Electromagn. Fields 

(COMPUMAG´07), Aachen, Germany, 2007. 

[3] N. Cristianini and J. Shawe-Taylor, "An Introduction to Support 

Vector Machines and Other Kernel-based Learning Methods", 

Cambridge university Press, 2000. 

[4] Chih-Chung Chang and Chih-Jen Lin, LIBSVM: a library for support 

vector machines, 2001, Software available at 

http://www.csie.ntu.edu.tw/~cjlin/libsvm 

[5] S. Haykin, "Neural Networks - A Comprehensive Foundation", 2nd 

edition, 1999, Prentice Hall. 

[6] C.M. Bishop, "Pattern Recognition and Machine Learning", 

Springer, 2006. 
 


